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THE STUDY OF THE INFLUENCE OF COMBINED CHANGES IN THE
INITIAL DATA ON THE OCCURRENCE OF ANOMALIES FOR
RESOURCE ALLOCATION

This paper considers one of the optimization problems on graphs, namely, the problem
of constructing parallel ordering of vertices. Three cases of anomalous deterioration of the
value of the objective function with the simultaneous improvement of the two initial pa-
rameters are investigated. The obtained results are the basis for further study of subclasses
of graphs for which such anomalies will always arise.
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Jninpoecvruii nayionanonui ynieepcumem imeni Onecs I onuapa

AOCTIIKEHHSI BININBY KOMBIHOBAHUX 3MIH IIOYATKOBHUX
JAHUX HA BUHUKHEHHSA AHOMAJIIM ITPA PO3ITOAIJII PECYPCIB

IIuTanHs po3noAily pecypciB CTaI0 aKTyaJbHe 3 MOSBOK NMOTYKHUX 00YMCII0BATBHUX
CHCTEM, JIOKAJbHUX KOPHNOPATHBHHMX i 30BHIIIHIX KOMYHIKANIHHHUX MepeK, TEeXHOJIOTil
NOLIYKY Ta 0araToBUMipHOIro aHAJi3y JaHHUX, PO3BUTKOM Be0-TeXHOJIOriii Ta iH(opmamiii-
HHX NOTOKIB. 3aCTOCYBaHHSI METOAIB PO3NOAiIeHOI 00POOKH JaHUX CTAJIO 0COOJIMBO AKTY-
AJIbHUM JJISi BHCOKOTEXHOJIOTIYHHUX reorpaiyHo po3moiijieHUX KOMIAHii, AifIbHICTH
SIKMX MIATPUMYETbCH | CYNPOBOIKYETHCH CY4YaCHMMHM IH(OPMALiiHMMM TEXHOJIOTIAMH i
cucreMamMu. 30KpeMa, KOJIM Ha MOCJTII0BHICTh 00pPOOKH HAKJIAJA€THCH BiIHOIIEHHS 4acCT-
KOBOI'0 MOPSIAKY. Y IbOMY BHIIA/IKy BUHHKAIOTH JIesIKi HenependadyBaHi cuTyamii, siki Ha-
3BaHi y po00Ti aHoOMAaTisIMHU.

IIpu mMonen0BaHHI 3B S3KIB Mi’K 4aCTKOBO YNOPSIAKOBAHUMH JAHMMH e(PEeKTHBHO BH-
KOPHUCTOBYBATH amapart Teopii rpadiB. ¥ Takux (popMy/Il0BaHHSIX 4YacTKOBHUIl rpad moxe
CIYKMTH MOJE/II0 4acTKOBOro mopsiaky. Toxi, BiamoBigHi 3axa4i onTumisanii Ha TaKHX
OpicHTOBaHUX rpadax € MAaTeMaTHYHUMH MOJIEJISIMH, AHAJII3 AKUX 103BOJISI€ 3HAWTH ONTH-
MaJIbHi PO3B’SI3KH.

Y naniii podoTi po3risizaeTbes OAHA i3 onTHMI3aniliHUX 3a1a4 Ha rpadax, 10 sIKoI Mo-
JKyTh OyTH 3BeleHI JAesAKi NPaAaKTHYHI NpodaemMu, a came: 3aJa4a Mo0OyN10BH NMapaJeJbHOIO
YHOPSAKYBAHHA BepPUIMH. 3aJaHa CKiHYeHA MHOKHHA Po0iT, 0askaHA MOCJIII0OBHICTD iX BH-
KOHAHHSl Ta CKiHYeHAa MHOKMHA BUKOHAaBLiB. Ha mopsinok BuKoOHaHHsS PoOIT 3agaHi Tex-
HOJIOTiYHI 00Me:KeHHsI Ta BiIOMHUIl Yac BUKOHAHHSA KOKHOI poooru. s uiei 3apaqi nocJi-
AAKYOThCSI TPH BHIAJKHU NMOSIBH aHOMAJIBHOIO NOTipIICHHS] 3HAYeHHS HUIBLOBOI (PyHKIIL
MPHU OTHOYACHOMY MOKpPAaIllleHHI JBOX BUXIIHMX NapaMeTpiB (3MEHIIEHHS Yacy BUKOHAHHSA
PoOIT, noc1adjeHHsI 00MeKeHb Ha MOPAJOK podiT, 3011bIIeHHs KUIBKOCTI BUKOHABIIB 2060
3MiHa cnMcKy npiopureriB). OTpuMaHi pe3yJbTATH € OCHOBOIO JJIA MOJAJBIIOr0 A0CJi-
JMKeHHS miKJIaciB rpadis, 1/ IKUX TaKi aHoMaJIil OyAyTh 3aBKIM BUHUKATH TAa BUMAAKH,
KOJIM BOHM He MATUMYTh BIJIMBY HA ONTHMAJIbHICTH PO3B’A3KY.
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Kuarwouosi cioBa: anomautii, onTuMajibHe napaJjejbHe YNOPSiAKYBaHHS, MiHIMaJIbHA /10-
BJKMHA YNOPSIIKYBAHHS, OPi€HTOBaHUIi rpad.
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JIHunpoesckuu Hayuonanvhsii yHusepcumem umernu Onecs I onuapa

NCCJIEJOBAHUE BJIUSHUSI KOMBUHUPOBAHHBIX
W3MEHEHUU UCXOJAHbIX TAHHBIX HA BOSBHUKHOBEHHE
AHOMAJINM ITPU PACITPEJEJIEHUU PECYPCOB

B nanHoii paGore paccMaTpuBaeTcsi 0JHA U3 ONTHMHU3ANMOHHBIX 3aj7a4 Ha rpadax, a
HMEHHO: 33/1a4a TMOCTPOEeHMs NAPAIeJbHOr0 YNopsiio4yuBaHus BepwuH. [lasa Heé
HCCJIEAYIOTCS TPU CJy4dasi MOSIBJIEHHS aHOMAJILHOTO YXYy/JAIIeHUs HejieBoi (pyHKOMU npu
O/IHOBPEMEHHOM YJIYYILIEHHHU JIBYX HCXOAHBIX mapametrpos. [losiyueHHble pe3yJibTaThI SIB-
JISIIOTCSA OCHOBOI JajbHelero uccjaeI0BaHusl MOAKJIACCOB rpadoB, 1Sl KOTOPBIX TaKHe
aHoMAaJInu OyIyT Bceraa BO3HUKATb.

KioueBble cjioBa: aHOMAJIUH, ONTHMAJIbHOE MapajjiejlbHoe YNOpPsAI10YMBaHUe, MUHM-
MaJibHasl IVITHHA YIOPSAI0YUBAHNS, OPUEHTUPOBAHHBII rpad.

Introduction. The question of determining the optimal order of execution of a
certain number of partially ordered tasks in the presence of certain restrictions is of
both theoretical and practical interest. Restrictions can relate to the availability of
certain resources (performers, processors, etc.) and the time to complete tasks.
Such problems arise in many application areas, which include: research of
communication  networks, management systems, design of complex
communication systems, research of transport and information flows and such
human spheres of life as determination of the sequence of work performed by
employees, issues of assembly line management, etc.

A partial graph can serve as a partial order model. Then the corresponding
optimization problems on such oriented graphs are mathematical models, the
analysis of which allows to find optimal solutions.

In the classical formulation, this task corresponds to the definition of the order
of work that requires the same amount of time, a certain number of performers
(and it is believed that each performer can perform any work). But in practice, this
situation is quite rare. It is much more common to determine the optimal order of
the same type of work, which requires different amounts of time to be performed,
or have the same number of performers at each time, or when the work is not of the
same type and can be divided into several groups. In addition, along with the
partial order ratio, additional desirable preferences for the order of execution may
be set, which do not violate this relationship. Such practical tasks correspond to the
generalization of classical formulations of problems.

One of the problems in solving classical and generalized problems is the
presence of situations that can be considered as anomalies. That is, such cases
when the change of input parameters of the problem, which for logical reasons
should reduce the optimal value of the objective function, or at least not worsen it,
leads to its increase. For example, increasing the total execution time by reducing
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the execution time of individual tasks, or the presence in the digression of
transitive, uninformative arcs, which affect the optimality of the solution obtained
by some algorithm.

Problem Statement. We can formulate some of these problems in the language
of graph theory. Suppose you have a set ¥ consisting of a finite number of
elements V = {v;,v,,...,1,}.

Definition 1. The linear order 5 of the elements of the set V' = {v,,v,,...,v,} IS
the arrangement of these elements in 1 places that are arranged in the linear order,
in which each element is only in one place (some places may be empty) [3].

Denote by S[i] the set of vertices that are in order S in the i ™ place.

Definition 2. The width of the ordering S is called the value h(S) = -mi:z_x|5[i] .

Since, by definition, some places in the order may be empty, let’s suppose they
are located to the right of non-empty spaces.

Definition 3. The length of the ordering 5 is a value [(5) equal to the number of
non-empty spaces in the ordering.

The oriented graph G = {V,U} is given. The following definitions can be
formulated.

Definition 4. The parallel ordering of vertices of an oriented graph ¢ = {V, U} is
a linear ordering S of elements of a set of the vertices V = {v,,1,,...,1,}, in
which it follows from the fact that from the vertex v; there is an arc to the vertex v;,
Is the fact that the vertex v; is in the order to the left of the vertex v;. AS follows, if
f:’[-‘:-,'[:.-) € U and v; € S[p] and v; € S[q], thenp < q [3].

Obviously, in order for a parallel order to exist, it is necessary that the oriented
graph is acyclic.

Among the optimization problems associated with the construction of the opti-
mal orderings, the most studied problem is the one of construction on a given
graph G and a given width h, a parallel ordering of the minimum length {. Denote
it as problem 1.

In applied problems, the execution time of tasks is often different, so consider
the generalization of problem 1, when a weighted graph is given. The weight of the
vertex is the time z; of the corresponding work with the number i. Denote this prob-
lem as problem 2.

Definition 6. We call the generalized parallel ordering, built up with fixed given
parameters of the problem, the initial ordering S*. We will say that there is an
anomaly in solving a problem, if after changing the input parameters, which should
intuitively improve the solution, the length of the obtained ordering is greater than
the length of the initial ordering.

For problem 2, consider the following input data:

1) an oriented graph G = {V/, U} that specifies the connections between the
vertices;

2) h width of the ordering under construction;

3) T ={14,7,,..., T} Scales of vertices;
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4) L list of priorities.

The result obtained in the problem under consideration is the value of the objec-
tive function, namely the length of the constructed parallel ordering.

In analyzing this problem, Ronald Graham [1] considered the anomalies that can
be detected by the following changes in the parameters:

1) Reducing the weights of all vertices T = {14,75,..., T,,} or the weight of a
number of vertices (arbitrarily or by a certain constant);

2) removing the arc from the oriented graph &¢ = {V, U}. In practice, this corre-
sponds to the case when the dependence between works weakens. That is, re-
strictions on the order of performance of a certain number of works are removed,;

3) increasing the width h of the order under construction. In practice, this corre-
sponds to the case when an additional resource is used to perform the work (work-
er, machine, etc.);

4) changing the list of priorities L. Note that the list of priorities is the most am-
biguous parameter of the problem, because there are no restrictions on its task,
while the optimality of solving the problem to some extent depends on how suc-
cessful this choice will be.

In [2], the emergence of anomalies in improving the above parameters was illus-
trated by example. And also, the generalization of several cases is considered,
namely rising of anomalies at simultaneous realization of several conditions:

1) increasing the width h and changing the list of priorities L;

2) reducing the weight of some vertices from T = {7,,75,..., T,,} and removing
the arc from the original oriented graph;

3) removing the arc from the original oriented graph and increasing the width h.

Consider now other cases:

1) increasing the width h and decreasing the weights of the vertices

T ={T3,T3, 0, Tn;

2) changing the list of priorities L and reducing the weights of the vertices

T ={T3,T3, 0, Tn;

3) removing the arc from the original graph and changing the priority list L.

Example 1. A graph G; (fig. 1) is given, a list of priorities
L=(1,2,3,4,5,6,7,8,9,10), h=3. The weight of each vertex is z;. Each vertex in the
figure is denoted as "i/z"

("a vertex number/a vertex weight").

5 @ (@2
&9 @2 1 ®3)

Figure 1. Graph G;
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The optimal ordering is given in table 1.
Table 1

Optimal ordering for graph G

1 (1] 1|1 |1 (5|5 |57 7|99

2 |22 |4 /4|6|6|6,8|8|8)38

313|310 ,10|{10(10|10|10(10|10]10

The length of the optimal ordering | = 12.
1) Let h" = h + 1. We reduce the time of work. Set the weight of some vertices
as follows:

T, =1;,—1,
where 1, is the new weight of each vertex. Denote the graph as G; (fig. 2).

(5 @ @2
@) 09 {8 3@

Figure 2. Graph G;

Find the optimal ordering (table 2):
Table 2

Optimal ordering for graph G:

1 | 8/8|8]|38
919
10/10({10|{10|10|{10|10 |10

| O | -

| O N =

N wl N e
A wl N R

The length of this ordering | = 13. That is, with the reduction of the time of some
works and the increase in the number of performers, the total time of all works in-
creased.

2) Let L'=(1,2,4,3,5,6,7,8,9,10). We reduce the time of all works. Denote the
graph as Gs (fig. 3).
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Figure 3. Graph G3

The optimal ordering is given in table 3.
Table 3
Optimal ordering for graph Gs

1111117 |9
2 12| 5|5 |8|8)|8
4 13| 3|6 |6]10(10{10/10|10|10|10/|10

The length of the ordering increases, | = 13.
3) Let L'=(1,2,3,5,4,6,7,8,9,10). Weaken technological constraints by removing
the arc (fig. 4). Denote the graph as G..

NN
CACERCACICID

Figure 4. Graph G4

Find the optimal ordering (table 4):
Table 4
Optimal ordering for graph Ga

1/1 |6|6|6(10/10|10|10|10|10|10(10|10
5|5[8|8|8]|8
71719

111



ISSN 2074-5893 ITumannsa npuxnaduoi mamemamuxy i MamemMamuiHo20 Mooenosants. Bunyck 22

The length | = 17, that is 41.7% worse than the optimal result.

Further research is needed to obtain the conditions imposed on the graphs and
parameters under which anomalies will always arise. As well as obtaining a priori
quantitative estimates of the deterioration of the solution.
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